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WR at GSI - Status and Near Future
● Primer: General Machine Timing (GMT)
● Nodes, Network, Operation, Precision
● New Things
● Summary
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(
General Machine Timing: GMT
(Some Background)
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GSI

FAIR from the Control System Perspective
© D. Fehrenz, GSI/FAIR

 FAIR: international accelerator facility
 GSI as injector
 October 2024: installation of technical networks 

(includes White Rabbit)
 early 2026: control system commissioning starts
 late 2026: machine commissioning starts
 late 2027: ‚Early Science‘ physics beam time

SIS100

CBM

NUSTAR
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Data Master
(RT control)

Front-End Controller
    with multiplexed settings

schedule data

broadcast timing messages
(index + execution deadline
~500us ahead of deadline)

Timing
Receiver

Settings Management
and

Data Supply

Settings
● Front-Ends: set-values + indices
● GMT: real-time schedules + indices

Multiplexed Operation
 multitude of beams for many experiments 

simultaneously
 fast ‘switching’ between beam destinations 

and properties (element, neutron number, 
charge state, energy, intensity, focus …)

 ring machines: 1Hz switching
 UNILAC: 50 Hz switching
Indexing Concept
 ID for area, location (‚where‘)
 ID for action (‚what to do‘)
 IDs for multiplexing context (‚which beam‘)
 other information

General Machine Timing System: 
trigger Front-Ends with multiplexing index on-time

Multiplexed Operation, Control System Stack 
and General Machine Timing

settings data
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UNILACCRYRING ESR SIS18Fragment
Separator

GSI from the Control System Perspective
© D. Fehrenz, GSI/FAIR

 ‘FAIR Control System’ including GMT (White Rabbit) @ GSI campus  
 since 2016: CRYRING, (ring, ions-sources, Linac)
 since 2018: SIS18, ESR, all beamlines
 since 2022: synchronization of transfers between all ring machines
 iterative development with each beam-time
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)
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Front-End Controller

host

   timing receiver node
FPGA

OSuser-space

kernel-space

user program ('FESA')
Etherbone library/API

driver

driver

ECA

bus
bridge

Machine Timing
● Event: timing telegram
● Condition: index
● Action: configured, 

executed on-time

channel

channel

channel

index filter
condition

t=x?

'receiver'

lemo out

MSI1

event
on-time
action

telegram
● index
● deadline ‘x’

1 ns resolution

1MSI: Message Signaled Interrupt

General Machine Timing
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FPGAno application specific VHDL!
instead: 
● configuration of IP cores
● ECA 
● LM32 user softcore:

upload binaries at run-time
(c-code, OS-less)
hard real-time

synchronosly at
many nodes

example: ramping up dipole 
magnet current or 
rf-cavity frequency

OR gates

ECA
with

channels

LM32WR

hostbus

fast I/O (1ns@50Ω)

flash controller

time stamp
latching

LM32 DP RAM

clock gen.

PPS gen.

AND gates

1-wire EEPROM

1-wire temp sensor

Wishbone
(SoC bus)

EtherBone
Interconnect

WR NIC, hostbus ...

platform
specific I/O/bus

Common Features for Nodes
’Everything Happens in the FPGA’



March 2024                                                                                     Dietrich Beck, TOS, GSI, d.beck@gsi.de

WR

powerflash

FPGAbidi I/O

https://ohwr.org/project/tr-pexp .../tr-amc .../tr-pmc 

WR

host
bus

USB
another hostbus

JTAG

Common Features for Nodes ...

https://ohwr.org/project/tr-pexp
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they:
● IP backend, dedicated subnets and VLANs, unique on the campus
● redundant DHCP/BOOTP servers for all WRS and nodes
● redundant name servers for all WRS and nodes
● redundant Radius servers (VLANs, 802.1X)
● protected White Rabbit switch management network (for us ‚plug-and-

play‘)

● ‘Icinga’ (~ nagios): WRS monitoring (health)
● ‘Grafana’: monitoring of key parameters (TX/RX packet rates, 

temperature, upper bound latency …)
● ‘Netdisco’: auto-discovery of switches and nodes (really cool!)

● user roles, accounts, security, …
● maintenance

Network Management: Integration into 
Environment of Accelerator IT

us:
● installation
● (provide lists of WRS and 

nodes to IT)
● configure WRS (dot-config, 

generation and rollout via 
scripts)

● operation (on-call service)

just take care about GMT 
specific stuff!

important: VLANs

(WRS is an Ethernet switch => crazy idea: treat it like an IT Ethernet switch)
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‘Local Master’

‘Distribution’

‘Access’

‘Service’

Service VLANs
● for all standard nodes
● uni-directional to/from ‘Service’ only
● nodes can’t talk to each other
● BOOTP, IP/UDP, ICMP, ARP to ‘Service’
● PTP, LLDP to ‘Access’ 

(inspired by ‘Guidelines for White Rabbit Infrastructure at CERN’)

standard node

‘local
master’

Configuration: Timing Group
Grandmaster
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‘Local Master’

‘Distribution’

‘Access’

‘Service’

Control VLAN(s)
● dedicated control nodes (restricted!!!)
● broadcast to network, IP/UDP
● (+ BOOTP, ARP, LLDP, PTP ...) 

(inspired by ‘Guidelines for White Rabbit Infrastructure at CERN’)

standard node

‘local
master’

Configuration: Timing Group
Grandmaster

data master

control node control node
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‘Local Master’

‘Distribution’

‘Access’

‘Service’

unauthenticated VLAN
● unknown, unregistered nodes
● MAC based authentication, 802.1X
● isolated access port

(inspired by ‘Guidelines for White Rabbit Infrastructure at CERN’)

standard node

‘local
master’

Configuration: Timing Group
Grandmaster

data master

control node control node

unknown node
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WR @ GSI, Status

●   67 (104) [333] WR switches for facility operation (in use) [on-site]
● mainly Creotech and Seven Solutions, some SyncTechnology
● v6.1 for all operational WRS
● SFP, mainly CBO (with DDM)

● 332 (416) [2296] WR nodes for facility operation (in use) [on-site]
● OHWR: TR-PMC, TR-AMC, TR-PEXP; in-house: SCU (workhorse)
● Arria V GX, Arria II GX
● wrpc-v4.2
● https://github.com/GSI-CS-CO/bel_projects, current release v6.2.1 ‚fallout‘

● host systems
● SCU: COM Express
● non-SCU: uTCA, VME, IPC (1U), Server-PC, other
● PXE boot of ‚ACO-Ramdisk‘ for Accelerator COntrol system
● other
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PHELIX
High Energy / High Intensity Laser

Laser bay: 0.5 PW, 200 J @ 400 fs
• focal spot size: 3 µm
• maximum intensity:
5x1020 W/cm2    (short-pulse mode)
• > 1011 temporal contrast
• repetition rate 1..60 minutes

HHT

PHELIX: 
200 J @ 1 – 10 ns, 2

15 cm beam diameter
maximum focussed intensity: ~1016 W/cm2

UNILAC

SIS18

PHELIX
HHT

ESR

CRYRING

GMT
bunch-2-bucket transfer system

● measure SIS18 RF-phase with ~200 ps precision
● trigger SIS18 extraction kicker (~ 2 GW)
● trigger PHELIX (~ 100 GW)
● monitoring

(*) Zs. Major et al., "High-Energy Laser Facility PHELIX at GSI: Latest Advances and Extended Capabilities", in preparation (2023) 

GMT Precision (Accelerator Control)
Sync PHELIX Pulse and Ion Bunch (*)

SIS18, here: 
● extracted bunch
● length ~100ns
● v/c ~ 0.9

SIS18
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PHELIX
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Laser bay: 0.5 PW, 200 J @ 400 fs
• focal spot size: 3 µm
• maximum intensity:
5x1020 W/cm2    (short-pulse mode)
• > 1011 temporal contrast
• repetition rate 1..60 minutes

HHT

PHELIX: 
200 J @ 1 – 10 ns, 2

15 cm beam diameter
maximum focussed intensity: ~1016 W/cm2

UNILAC

SIS18

PHELIX
HHT

ESR

CRYRING

GMT
bunch-2-bucket transfer system

● measure SIS18 RF-phase
● trigger SIS18 extraction kicker (~ 2 GW)
● trigger PHELIX (~ 100 GW)
● measure kicker probe signal
● remeasure RF-phase

(*) Zs. Major et al., "High-Energy Laser Facility PHELIX at GSI: Latest Advances and Extended Capabilities", in preparation (2023) 

GMT Precision (Accelerator Control)
Sync PHELIX Pulse and Ion Bunch (*)

SIS18, here: 
● extracted bunch
● length ~100ns
● v/c ~ 0.9

SIS18

coincidence within 10ns (uncertainty of measurement)
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(*) N. Kurz et al., “White Rabbit 200 MHz Clock Effects on TOF Measured with High Resolution VME TDC VFTX” (2023) 

200 ps 200 ps

20 ps
20ps

24 h 24 h

⇾ jitter GMT, WR
     ~8 ps (RMS)

GMT Precision (Experiments, DAQ)
Time-of-Flight Measurements (*)

time difference between 2 channels
fed in identical VFTX:
                    7.5 ps (RMS)

time difference between 2 channels 
fed in different VFTX, synched by White Rabbit
                            11 ps (RMS)

trending of average time differences
between 2 channels fed in identical VFTX
(each entry is average of 1000000 TOF measurements

trending of average time differences
between 2 channels fed in different VFTX
(each entry is average of 1000000 TOF measurements
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UNILACCRYRING ESR SIS18Fragment
Separator

GSI from the Control System Perspective
© D. Fehrenz, GSI/FAIR

UNILAC:  still operated with old (!) control system



March 2024                                                                                     Dietrich Beck, TOS, GSI, d.beck@gsi.de
3

Injector Controls Upgrade

- old control system dying, RH6 support ends on 30 June 2024 (kernel 2)
- more demanding than ring machines
- 50 Hz machine (ring machines: cycles 1s .. hours)
- multiple beams per 20 ms cycle (ring machines: only one beam per cycle)
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Injector Controls Upgrade

- old control system dying, RH6 support ends on 30 Juni 2024 (kernel 2)
- more demanding than ring machines
- 50 Hz machine (ring machines: cycles 1s .. hours)
- multiple beams per 20 ms cycle (ring machines: only one beam per cycle)

GMT concept
- dedicated White Rabbit network
- single Data Master => Data Master cluster
- new Data Master HW

- more powerful FPGA (Arria 10 GX, big!)
- (additional on-board PS-RAM)
- 2nd SFP for synchronization network between DM 

old machine timing
- timing messages at 2..3 kHz
- timing system decides autonomously what is    
  played in the next 20 ms cycle
- required little resources (M68 CPUs)

new machine timing
- timing message up to 30 kHz
- higher control system layers plan execution of
  schedule for long periods ahead of time
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Summary

GSI, all ring machines
● WR based machine timing system in production since a few years
● works like a charm; no failures in current beam time which started 5 months ago

GSI, Injector Controls Upgrade
● 1st dry-run with real facility in Juli 2024 (this is soon!!!)
● productive in 2025 or 2026; decision this summer

FAIR
● White Rabbit switches and timing receivers already on-site
● new Data Master hardware in the pipeline
● White Rabbit network installation starts autumn 2024
● machine commissioning 2026
● 1st physics run 2027 
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Summary

GSI, all ring machines
● WR based machine timing system since years in production
● works like a charm; no failures in current beam time; started in November 2023

GSI, Injector Controls Update
● 1st dry-run in Juli 2024 (this is soon!!!)
● productive in 2025 or 2026; decision this summer

FAIR
● White Rabbit switches and timing receivers already on-site
● new Data Master hardware in the pipeline
● White Rabbit network installation starts autumn 2024
● machine commissioning 2026
● 1st physics run 2027 

 

Thank You For Your Attention
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WR @ GSI, New

● TR-PEXP timing receivers
● Arria V GX

● ~640 pcs delivered as in-kind to FAIR in 2023
● 5 fast bidi I/O

● Arria 10 GX
● successor of Arria II and Arria V platforms

● timing release
● ‚fallout‘ release 2020 + maintenance releases
● migration from older ramdisk (kernel 3) to newer ramdisk (kernel 5, Yocto)
● ...
● migration wrpc 4.2 → wrpc 5 with next major release
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Control System Stack – Involvement of Seven Distinct Teams

This is us!
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PHELIX
High Energy / High Intensity Laser

Laser bay: 0.5 PW, 200 J @ 400 fs
• focal spot size: 3 µm
• maximum intensity:
5x1020 W/cm2    (short-pulse mode)
• > 1011 temporal contrast
• repetition rate 1..60 minutes

HHT

PHELIX: 
200 J @ 1 – 10 ns, 2

15 cm beam diameter
maximum focussed intensity: ~1016 W/cm2

UNILAC

SIS18

PHELIX
HHT

ESR

CRYRING

GMT
bunch-2-bucket transfer system

● measure SIS18 RF-phase
● trigger SIS18 extraction kicker (~ 2 GW)
● trigger PHELIX (~ 100 GW)
● measure kicker probe signal
● remeasure RF-phase

(*) Zs. Major et al., "High-Energy Laser Facility PHELIX at GSI: Latest Advances and Extended Capabilities", in preparation (2023) 

GMT Precision (Accelerator Control)
Sync PHELIX Pulse and Ion Bunch (*)

SIS18, here: 
● extracted bunch
● length ~100ns
● v/c ~ 0.9

SIS18

no outliers
no failures

503 ps

no outliers
no failures

12 ns
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